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ABSTRACT
Variational quantum algorithms (VQAs) can potentially solve practical problems using contemporary Noisy Intermediate Scale Quantum (NISQ) computers. VQAs find near-optimal solutions in the presence of qubit errors by classically optimizing a loss function computed by parameterized quantum circuits. However, developing and testing VQAs is challenging due to the limited availability of quantum hardware, their high error rates, and the significant overhead of classical simulations. Furthermore, VQA researchers must pick the right initialization for circuit parameters, utilize suitable classical optimizer configurations, and deploy appropriate error mitigation methods. Unfortunately, these tasks are done in an ad-hoc manner today, as there are no software tools to configure and tune the VQA hyperparameters.

In this paper, we present OSCAR (cOmpressed Sensing based Cost Landscape Reconstruction) to help configure: 1) correct initialization, 2) noise mitigation techniques, and 3) classical optimizers to maximize the quality of the solution on NISQ hardware. OSCAR enables efficient debugging and performance tuning by providing users with the loss function landscape without running thousands of quantum circuits as required by the grid search. Using OSCAR, we can accurately reconstruct the complete cost landscape with up to 100X speedup. Furthermore, OSCAR can compute an optimizer function query in an instant by interpolating a computed landscape, thus enabling the trial run of a VQA configuration with considerably reduced overhead.
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1 INTRODUCTION
Rapid progress in quantum computing has brought together a broad community of researchers who want to leverage quantum computers to solve problems in areas ranging from high-energy physics to finance. Using a quantum computer to solve scientific and commercial problems will require full-stack solutions and system-level abstractions that can address a diverse group of end users and allow them to access quantum computers seamlessly. This paper focuses on building methods to help debug, tune, and benchmark near-term quantum algorithms.

Variational Quantum Algorithm (VQA) [38] is one of the most promising categories of quantum algorithms that can utilize existing quantum computers with hundreds of noisy qubits to solve hard problems in optimization, chemistry, and machine learning. The paradigm of VQA is similar to that of Machine Learning (ML). In ML, we train a model by searching for the optimal parameters of the model on the loss landscape. In VQA, the difference is that the model is a variational quantum circuit (VQC), a quantum circuit with parameters. The VQC is executed on the quantum computer to produce the probability distribution of solutions, which is then used to compute the solutions’ average cost. Just like the ML training, the parameters of VQC are tuned using an optimizer running on the conventional computer to maximize or minimize the average cost. The circuit parameters form a continuous parameter space, and as we vary the parameters of VQC, we obtain a cost hypersurface in the parameter space. Like in ML, we also denote it as ‘landscape’.

Copying data, one of the most common computing primitives, is not available on quantum computers, as the laws of quantum mechanics prohibit the creation of exact copies of quantum information. Moreover, upon reading the qubit, we can only extract partial information about its state. This makes debugging and tuning quantum programs challenging as we can not “single step” through the program to probe the intermediate state due to probabilistic qubit readout, nor can we create copies of the data to analyze the intermediate state. In addition to the fundamental constraints, there are engineering challenges. For example, all quantum hardware platforms are extremely noisy, and running programs on error-prone quantum hardware often produces incorrect output. As a result, when we observe an undesired output on a quantum computer, it is hard to differentiate a software bug from a hardware error.

VQAs add to this challenge as they rely on optimizers to search and coverage on the optimal circuit parameters that maximize the quality of the solution. If optimizers are not configured correctly or if we pick an initial point that is close to a local minimum, the
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final VQA output can be suboptimal, producing low-quality solutions. Moreover, to improve the efficacy of VQAs, researchers have developed noise mitigation techniques that execute additional runs to offset or filter the effect of noise. Although well-intentioned and theoretically proven, noise mitigation does work under a narrow set of conditions and can require precise configuration.

When running VQA on a near-term quantum computer, all components of the system must work in tandem to get high-quality solutions. For example, the programmer describes the parametric circuit (or ansatz), picks the initial point, configures the optimizer, and configures the noise mitigation technique. To enable the optimal solution on VQA, all previously described steps need to be performed accurately. Any misconfiguration can result in an undesired system behavior or a bug. Unfortunately, discovering these scenarios can be highly challenging due to: (1) The inability to trace intermediate states of quantum programs [19, 23, 26]. (2) Noisy hardware can further muddle the output [33, 53]. (3) Several tightly integrated non-deterministic components, such as optimizer and noise mitigation schemes.

To debug the VQAs, we must untangle and check components in isolation. We observe that using an optimizer adds non-determinism. Furthermore, the path traversed by the optimizer is highly sensitive to the landscape. One of the most straightforward ways to reduce non-determinism is by disengaging the optimizer from the overall VQA workflow. Instead of traversing the landscape guided by the optimizer, we propose to leverage an entire landscape. With a full landscape, we could calculate the variance of gradient and probe directly into barren plateaus, check the quality of initial points and convergence of optimization, measure the performance of different quantum error mitigation methods, visualize the landscape, and reveal deeper insights.

However, generating a full landscape by using a grid search, i.e., uniformly sampling on each dimension of the landscape, is extremely challenging due to the high cost of running VQA circuits. In real experiments, thousands of shots are needed for the near-term quantum device to compute a single point on the landscape. Generally, for each point on the landscape, we derive it by running the quantum circuit number-of-shots (usually over 1,024) many times and measuring these quantum states.

We use this insight of sparsity and propose Compressed Sensing based Cost Landscape Reconstruction (OSCAR), which leverages the idea of compressed sensing (CS) [5, 12] to efficiently reconstruct the full landscape by using only a small fraction of the experiments compared to performing a full grid search. CS can enable full reconstruction by leveraging the sparsity of signals in the frequency domain. We discover that optimization landscapes for the majority of VQAs are sparse in the frequency domain, and these landscapes can be faithfully reconstructed by using standard mathematical tools developed by the compressed sensing community. Based on the analysis of the landscape given by CS, we could choose initial points, optimizers, and other settings to achieve better performance. With few points on the landscape, we could reconstruct the whole landscape with reasonable loss of accuracy. We evaluate our technique on simulated landscapes and landscapes generated on Google and IBM superconducting qubit quantum processors.

To reconstruct a full landscape, we sample parameter values randomly and uniformly from the entire parameter space and then run VQA circuits to generate the expected value of the cost functions corresponding to the randomly selected parameters. Using these expected values, we execute a compressed sensing routine that reconstructs a landscape. Our experiments show that in less than a few thousand experiments, we can reconstruct an entire landscape with minuscule error. Using a simulator, we test our design in an ideal setting and with depolarizing noise. Furthermore, we use landscape data collected on Google’s quantum computers to show that even on real hardware with complex noise sources, we can execute OSCAR to generate an accurate cost landscape significantly faster.

The idea of using compressed sensing to reconstruct a full landscape from a few random samples is extremely powerful because it detaches the classical optimization routine from Variation Quantum Algorithms. During the debugging process, it reduces the complexity and non-determinism added by the optimization routine, but even more importantly, it enables parallelism as the calculation of expected values is no longer serialized due to the optimizer. In a typical VQA workflow, we run a quantum circuit, compute the expected cost value and use it to determine the next set of circuit parameters using an optimizer. This model enforces serial execution. With OSCAR, we can pick random circuit parameters and run circuits in parallel on multiple quantum computers to further accelerate reconstruction to enable fast debugging. However, using OSCAR as it is in parallel mode is challenging due to variability in error rates. Different quantum hardware platforms have different noise profiles. Even on the same quantum computer, a subset of qubits exhibits large variations in error rates [53]. If we collect samples on devices with different noise-level, the reconstructed landscape would be an “artificial” mixture of original landscapes, masking hardware-specific effects. We propose a noise-compensation algorithm to minimize this mixing to retain the device-specific effects.

We transform the expected values obtained on a quantum computer with one noise configuration to another machine with a different noise configuration using linear regression to preserve the impact of noise on the reconstructed landscape. Furthermore, we propose eager reconstruction, wherein OSCAR can fully leverage the speedup enabled by parallel execution despite high tail latency and queuing delays on the real systems.

In this paper, we showcase three use cases of OSCAR. First, we show that by using OSCAR, we can efficiently navigate a complex process of configuring noise mitigation techniques. Noise mitigation is highly effective on near-term quantum computers. Unfortunately, many noise mitigation techniques require a significant number of additional circuit runs, making them expensive. Furthermore, these mitigation techniques need to be carefully configured as they can affect the problem landscape. For example, we observe that noise mitigation techniques make problem landscapes sharp, amplifying the gradients but also they add jaggedness. This can negatively affect the optimization process. We show that by using OSCAR. We can use OSCAR to reconstruct a landscape that preserves certain local traits using only a 10% fraction of samples and give users the ability to benchmark and test the noise mitigation method without running a substantial number of experiments. OSCAR’s second and third use cases focus on selecting and configuring the optimizer. A reconstructed landscape gives us a large number of grid points in the parameter space. We can make the grid dense by using interpolation and running an optimizer on the
reconstructed landscape. In this case, we simply query the reconstructed landscape instead of running an actual circuit for specific parameters. We show that by optimizer running with default VQA workflow and on a landscape reconstructed by OSCAR, converge on points very close to each other. This gives us the ability to test optimizers with different configurations without actually querying quantum computers to faithfully capture the interaction between the optimizers and the problem landscape. Furthermore, in the third use case, we show that the interpolated landscape can assist users in picking a good initial point and the right optimizers.

2 BACKGROUND

2.1 Quantum Programming Model

Quantum computers are domain-specific accelerators that leverage properties of quantum bits (qubits) to solve computationally challenging problems. Quantum programs use sequences of quantum gates that manipulate the collective state of qubits. Today, most quantum computers are programmed using a co-processor model, in which the programmer uses a domain-specific language to describe the quantum program. Then, the program is compiled to an executable, which the host machine offloads to Quantum Processing Unit (QPU). Finally, the program is executed, and output is returned to the host machine. Unfortunately, quantum hardware is prone to errors, and the execution of quantum programs can produce incorrect results. Researchers are actively developing reliable hardware and noise-resilient algorithms that we can use in the near term.

2.2 Variational Quantum Algorithms

Variational Quantum Algorithms (VQAs) are a family of quantum algorithms that promise to solve challenging optimization and learning problems using near-term quantum computers. VQAs use a parametric circuit and search iteratively for the circuit parameters that produce high-quality solutions. The Quantum Approximate Optimization Algorithm (QAOA) [14] is one of the VQAs, which is widely used to solve combinatorial optimization problems. When solving an optimization problem using QAOA, as illustrated in Figure 1, we search for circuit parameters $\beta$ and $\gamma$ using a two-step process. First, we initialize $\beta$ and $\gamma$ with the best-known value and execute a quantum circuit several thousands of times. This yields a distribution of solution strings, where each solution has a fixed cost. Our objective is to find the solution string with the lowest cost. Next, we compute the average (or expected) cost corresponding to the output distribution and search for optimal $\beta$ and $\gamma$ using expected cost as the objective function.

2.3 Noise mitigation with VQA Workflow

VQA circuits are expected to run on noisy hardware, where the produced output can be incorrect due to qubit errors corrupting the computation. However, most VQAs estimate the expected (or average) value of a cost function to tune the circuit parameters. Fortunately, the average estimate is resilient to small changes in the output distributions due to errors. However, with current error rates, it is challenging to get accurate results on problems at scale that are useful for practical application. With an average two-qubit gate error rate of 0.5% on leading commercial hardware platforms, we can run applications with, at most, hundreds of two-qubit gates. To expand the capabilities of noisy quantum computers, we can use noise mitigation methods such as Dynamical Decoupling (DD) [8, 55], Qubit Readout Mitigation (QRM) [2], Zero Noise Extrapolation (ZNE) [24], Probabilistic Error Cancellation (PEC) [54], and Clifford Data Regression (CDR) [7], categorized as:

- **Shot Frugal Mitigation** - leverages methods that enhance gate or operational fidelity by augmenting the input circuit without increasing the number of shots. Dynamical decoupling, for example, is implemented by simply inserting a sequence of single-qubit gates to suppress the ZZ-crosstalk [3, 11, 31], while readout mitigation is performed by constructing the inversion matrix and filtering measurement errors using a post-processing step. The shot frugal mitigation methods do not require additional circuit executions.

- **Mitigation with Supplementary Shots** - In this category, the circuit and circuit configurations are altered at runtime. Example, Zero Noise Extrapolation (ZNE) evaluates the expected value of a cost function with varying noise levels and extrapolates it back to estimate the expected value with zero noise. Several demonstrations at small and large scales have shown encouraging results. Unfortunately, these methods require a significantly higher (10x to 100x) number of circuit runs and non-trivial configurations.

To improve the estimates of expected values on current hardware, the user needs to set up noise mitigation strategies by using trial and error methods. The methods are theoretically sound, but there are noise and circuit-specific factors that require manual intervention, and if the user is not careful, the noise mitigation techniques can do more harm than good.

3 DEBUGGING AND TUNING VQAS

3.1 Motivation

Quantum debugging and analysis tools are essential for developing, deploying, and benchmarking quantum programs. The goal of a software debugger is to help programmers track down incorrect or inconsistent implementation, whereas the analysis tools can help improve the overall reliability and quality of the solution by tuning the quantum programs.

Building debugging and analysis tools for quantum programs are fundamentally challenging due to (1) destructive and statistical reads, (2) no-cloning theorem, and (3) uncertainty introduced by noisy operations. Reading a qubit gives only partial information as qubit readout collapses the qubit to ‘0’ or ‘1’ states with a certain probability, and precisely estimating the quantum state can require a significant number of repeated measurements. Furthermore, creating copies of quantum variables is prohibited due to the no-cloning theorem. Both constraints make probing the intermediate state of
3.2 Challenges in Debugging and Tuning VQAs

Debugging quantum circuits is significantly challenging in the presence of noise, as noisy operations produce incorrect outcomes, and determining if the undesired output is produced due to a hardware error because of noisy qubits or by incorrect implementation can be very difficult. Furthermore, VQAs utilize optimizer-driven circuit parameter updates, resulting in complex internal states of the program that can not be easily used to drive the debugging process. Unlike quantum kernels such as the Quantum Fourier Transform, which is at the heart of Shor’s factoring algorithm [47], or Amplitude Amplification, used in Grover’s Algorithm [17], VQAs do not exhibit structure that programmers can easily use to verify correctness. Similar to classical deep neural networks, there is no one correct internal state that programmers can use as a reference to debug the program [25]. Additionally, optimization inserts a significant amount of non-determinism in the program behavior. All VQAs fundamentally rely on a tightly integrated workflow between the quantum computer and optimizer, where misconfiguration on one component can affect the overall correctness.

The complexity of VQA workflows is expected to increase with the introduction of error mitigation methods that run circuits with different configurations. Many noise mitigation techniques require a significantly large number of circuit runs, and they are challenging to configure. We envision that users developing VQAs will need tools to reason with the effectiveness of noise mitigation techniques to tune current and future quantum algorithms. Especially with the current cloud computing model, with limited system-level access.

4 LANDSCAPE RECONSTRUCTION BY OSCAR

We propose cOMPRESSED SENSING based COST LANDSCAPE RECONSTRUCTION (OSCAR). An open-source implementation in Python is available at https://github.com/haoty/OSCAR. This section details our design and demonstrates its effectiveness in practice.

4.1 Overview of OSCAR Workflow

OSCAR leverages compressive sensing to generate the entire cost landscape using a small number of samples. Our design is comprised of three phases: parameter sampling, circuit execution, and landscape reconstruction, as shown in Figure 3.

Parameter Sampling. We randomly select a small number of circuit parameters that are uniformly distributed over the parameter space (shown as $\beta$ and $\gamma$ points in Figure 3). The dimension of the optimization landscape scales with the number of independent parameters, which is $2p$ for a QAOA circuit with $p$ layers. When reconstructing high-dimensional landscapes, we perform concatenations to reduce the dimension.

Circuit Execution. We execute the VQA circuit with the sampled circuit parameters for a set number of shots to calculate the expected values of the cost function.

Landscape Reconstruction. We use the cost function values from the previous phase to reconstruct the landscape using compressed sensing. Compressed sensing (CS) [5, 12] reconstructs a signal with samples significantly fewer than what Nyquist–Shannon sampling theorem requires. Nyquist-Shannon sampling theorem states that if the sampling rate is two times higher than the highest frequency of a signal, then this signal could be reconstructed perfectly. However,

![Figure 2: (A) Default view provided by the VQA workflow (B) Bird’s-eye view with a complete optimization landscape.](image)
We evaluate the reconstruction accuracy of OSCAR using simulation. We use the normalized root-mean-square error (NRMSE), a scale-invariant error metric to analyze a diverse set of landscapes. For more mathematical details of CS, please refer to Appendix A.

4.2 Reconstruction Accuracy of OSCAR

We evaluate the reconstruction accuracy of OSCAR using simulators and data collected on IBM and Google hardware.

4.2.1 Method. We use a total of 200 problem instances of QAOA to evaluate the landscape reconstruction accuracy of OSCAR. To generate the ground truth, we perform a dense grid search to obtain the true landscape, by executing 5,000 to 32,000 quantum circuits corresponding to the grid points on the landscape as shown in Table 1. Each circuit is executed using state vector simulation.

4.2.2 Metrics. To evaluate the quality of reconstructed landscapes, we use the normalized root-mean-square error (NRMSE), a scale-invariant error metric to analyze a diverse set of landscapes. For $x$, the original landscape flattens to a 1-D array, and $y$ the reconstructed landscape flattens to a 1-D array with $T$ elements in total. NRMSE is calculated as

\[
\text{NRMSE} = \sqrt{\frac{\sum_{t=1}^{T} (x_t - y_t)^2}{T}} \bigg/ (Q_3 - Q_1),
\]

where $Q_1$ and $Q_3$ are the first and third quartiles of true landscape $x$.

4.2.3 Evaluating OSCAR with diverse Anzatzes and problems. While our primary focus is low-depth QAOA and the well-studied 3-regular graph MaxCut problem, our method is applicable to landscapes of a variety of anzatzes and problems. In addition to large-scale QAOA-MaxCut experiments shown in the rest sections, we perform small-scale experiments computing the landscapes of the SK model problem, the hydrogen molecule, and the lithium hydride molecule. We test the QAOA anzatz, the hardware-efficient Two-local anzatz, and the chemistry-inspired UCCSD anzatz, as shown in Table 2 and Table 3. We configure the depth of the anzatz so that QAOA and Two-local have 8 and 6 parameters for $n = 4$ and $n = 6$, respectively. Hydrogen and lithium hydride with UCCSD have 3 and 8 parameters respectively. For 8-parameter instances, we sample 7 points along each dimension of the grid; for 3- and 6-parameter instances, we sample 14 points. Due to the exponentially large overhead, we evaluate the reconstruction accuracy by randomly selecting two varying parameters, fixing the rest to random values, and repeating 100 times.

To demonstrate these landscapes are periodic enough to be accurately and efficiently reconstructed, we employ Discrete Cosine Transformation (DCT) to show they are sparse in the frequency domain. Table 4 shows the fractions of DCT coefficients needed to preserve 99% of the signal energy. We observe that only a few DCT terms contribute to most of the energy costs, showing a highly sparse structure in the frequency domain. Our insight is broadly applicable to VQA landscapes.

<table>
<thead>
<tr>
<th>Problem</th>
<th>#Qubits</th>
<th>#Parameters</th>
<th>#Samples</th>
<th>QAOA Two-local</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-reg MaxCut</td>
<td>4</td>
<td>8</td>
<td>7</td>
<td>0.847 0.645</td>
</tr>
<tr>
<td>3-reg MaxCut</td>
<td>6</td>
<td>6</td>
<td>14</td>
<td>0.372 0.0000001</td>
</tr>
<tr>
<td>SK Problem</td>
<td>4</td>
<td>8</td>
<td>7</td>
<td>0.847 0.765</td>
</tr>
<tr>
<td>SK Problem</td>
<td>6</td>
<td>6</td>
<td>14</td>
<td>0.372 0.057</td>
</tr>
</tbody>
</table>

Table 2: Reconstruction errors for QAOA and Two-local anzatzes on 4-qubit and 6-qubit problems. We configure the depth of the anzatzes so that QAOA and Two-local have 8 and 6 parameters for $n = 4$ and $n = 6$. 

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Ansatz</th>
<th>#Qubits</th>
<th>#Parameters</th>
<th>#Samples</th>
<th>NRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>H2</td>
<td>Two-local</td>
<td>2</td>
<td>4</td>
<td>14</td>
<td>0.171</td>
</tr>
<tr>
<td>LiH</td>
<td>Two-local</td>
<td>4</td>
<td>8</td>
<td>7</td>
<td>0.678</td>
</tr>
<tr>
<td>H2</td>
<td>UCCSD</td>
<td>2</td>
<td>3</td>
<td>14</td>
<td>0.345</td>
</tr>
<tr>
<td>H2</td>
<td>UCCSD</td>
<td>2</td>
<td>3</td>
<td>50</td>
<td>0.005</td>
</tr>
<tr>
<td>LiH</td>
<td>UCCSD</td>
<td>4</td>
<td>8</td>
<td>7</td>
<td>0.856</td>
</tr>
</tbody>
</table>

Table 3: Reconstruction errors of hydrogen and lithium hydride molecules. "#Samples" indicates the number of points equidistantly sampled within the range of every parameter.
Table 4: The fractions of DCT coefficients needed to preserve 99% of the signal energy, verifying that VQA landscapes are generally sparse in the frequency domain and thus can be accurately and efficiently reconstructed.

<table>
<thead>
<tr>
<th>Problem</th>
<th>QAOA Ansatz</th>
<th>Two-local Ansatz</th>
<th>UCCSD Ansatz</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-reg Maxcut (n=4)</td>
<td>0.0420%</td>
<td>0.000867%</td>
<td>-</td>
</tr>
<tr>
<td>3-reg Maxcut (n=6)</td>
<td>0.00768%</td>
<td>0.000133%</td>
<td>-</td>
</tr>
<tr>
<td>SK Problem (n=4)</td>
<td>0.0420%</td>
<td>0.000416%</td>
<td>-</td>
</tr>
<tr>
<td>SK Problem (n=6)</td>
<td>0.00912%</td>
<td>0.0000398%</td>
<td>-</td>
</tr>
<tr>
<td>H₂ (n=2)</td>
<td>-</td>
<td>0.00260%</td>
<td>0.0729%</td>
</tr>
<tr>
<td>LiH (n=4)</td>
<td>-</td>
<td>0.000104%</td>
<td>0.000173%</td>
</tr>
</tbody>
</table>

4.2.4 Evaluations on QAOA. Figure 4 shows the accuracy of landscape reconstruction versus sampling fractions for different QAOA problem. For ideal and noisy cases, we reconstruct landscapes of 16 different MaxCut problems and draw 25%, 50%, and 75% quartiles for given numbers of qubits under varying sampling fractions. As the sampling fraction increases, the reconstruction error of both ideal and noisy decreases steadily and keeps having small variances across instances. Figure 4 (C) and (D) show the error of reconstructing $p = 2$ ideal and noisy landscapes. We evaluate the reconstruction accuracy of the $p = 2$ case by reshaping 4-D landscapes into 2-D and then applying OSCAR. For example, we reshape the true landscape with dimensions (12, 12, 15, 15) into a (12×12, 15×15) landscape. We observe that despite the noisy operations or higher dimensionality, OSCAR can perform accurate landscape reconstruction, capturing the impact of noise on the landscape. However, with increased dimensionality, the reconstruction accuracy drops because of reshaping, which introduces artificial repeating patterns. Moreover, simulating $p = 2$ noisy landscapes is slow.

4.3 Evaluating OSCAR with Google’s Dataset

To evaluate the reconstruction accuracy of OSCAR on real hardware with complex noise sources, we utilize the QAOA dataset from Google [18]. This includes the optimization landscapes generated on Google’s 53-qubit Sycamore chip for the MaxCut on the 3-regular graph, MaxCut on the mesh graph, and the Sherington Kirkpatrick (SK) Model problem [46]. All landscapes in the Google dataset have 50 × 50 data points. Figure 5 summarizes reconstruction errors with increasing sampling fraction. Note that Google’s original landscape has 2500 points, which is relatively sparse compared to dense grids with 5000 to 32,000 points that we have used previously. We believe due to the sparser original landscape, the reconstruction accuracy is slightly lower. However, the error measured by the NRMSE is conservative as shown in Figure 6. For the NRMSE of about 0.2, the reconstructed landscapes are perceptually identical to the original landscapes. Figure 6 highlights successful reconstruction for the SK Model landscape, despite the highly noisy original landscape.

---

1To generate the entire optimization landscape, we need to simulate 32k 20-qubit depth-2 MaxCut QAOA circuits. On the Qiskit state vector simulator using a single Nvidia A100 GPU, this requires 45 to 55 hours of runtime.
5 PARALLEL LANDSCAPE RECONSTRUCTION

Generating a full landscape requires thousands of shots for a large number of points in the circuit parameter space. With OSCAR, we reduce the number of experiments significantly by using compressive sensing. Furthermore, we can accelerate the landscape generation even further by exploiting the parallelism offered by OSCAR. When debugging, OSCAR decouples the optimizer to eliminate the sequential execution model. In this section, we will discuss parallel landscape reconstruction, a design that takes advantage of the parallel circuit execution as the samples required can be generated independently.

5.1 Parallel Reconstruction with OSCAR

Figure 7 shows OSCAR can generate cost function samples in parallel by executing quantum circuits on $k$ QPUs as samples picked on the cost function landscape are entirely independent. This constant factor speedup of $k$ can significantly help the debugging process. Due to scarce quantum hardware and costly quantum simulations, users may have to wait for long durations to obtain the results when debugging quantum programs. For example, on publicly available QPUs, the queuing delay for running hundreds of circuits can span from a few hours to days [9, 39]. Even when using quantum simulations, runtimes can be extremely long. Using OSCAR, users can leverage multiple quantum computers (or simulators) at once. However, when we use samples generated on multiple QPUs, the reconstructed landscape can be a ‘mixture’ of all the landscapes that we are sampling from, which might be acceptable for specific debugging use cases. But for a use case where the user wants to study the impact of the hardware error on the VQA workflow, preserving the effect of noise on the reconstructed landscape is necessary. Note that prior works have used circuit ensembles to boost fidelity and performance [40, 48, 51, 52]. However, using them as is may not be apt for debugging VQAs.

To enable noise-preserving reconstruction in a multi-QPU setting, we propose a Noise Compensation Model (NCM) based on linear regression. First, we train NCM on a small fraction of circuit parameter samples executed on QPU-1 and QPU-2 as shown in Figure 8(B). Then, using NCM, we can transform the expected values on QPU-2 to match the noise configuration of reference machine QPU-1 as shown in Figure 8(C). To illustrate the effectiveness of our method, we run three QAOA problems on two QPUs with different noise configurations. The 1Q and 2Q gate error rates on QPU-1 are 0.1% and 0.5%, respectively, whereas, for QPU-2, the error rates are 0.3% and 0.7%. Our goal is to match the landscape obtained on QPU-1 by using a mixture of QPU-1 and QPU-2 samples. Figure 8 shows the NRMSE between the reconstructed landscape that uses samples from QPU-1 and QPU-2, while the true landscape obtained on QPU-1 is used as the reference. When OSCAR is executed in uncompensated mode, the reconstruction error is high, indicating dissimilarity between the reconstructed landscape and the target landscape. However, by using NCM, OSCAR can significantly reduce the reconstruction error and closely match the target landscape as shown in Figure 8(B). For training NCM, we use 1% training samples from the landscape, while for reconstruction, a total of 10% samples with a varying fraction from QPU-1 and QPU-2 are used.

Moreover, we test the performance of NCM on real quantum hardware by introducing samples generated on IBM Lagos and IBM Perth. Table 5 shows the reconstruction errors of different combinations of IBM devices and simulations as sources, with and without NCM. We observe that NCM makes the reconstruction landscape closer to the target in all cases. Furthermore, there is little difference between using ideal and noisy simulation as QPU2. This result indicates that with a small fraction of samples from real quantum devices and the rest from ideal simulation, we can accurately reconstruct landscapes generated on real quantum devices.

<table>
<thead>
<tr>
<th>QPU1</th>
<th>QPU2</th>
<th>20%-80%</th>
<th>50%-50%</th>
<th>80%-20%</th>
<th>100%-0%</th>
</tr>
</thead>
<tbody>
<tr>
<td>noisy sim-1 noisy sim-11</td>
<td>0.076</td>
<td>0.003</td>
<td>0.061</td>
<td>0.002</td>
<td>0.039</td>
</tr>
<tr>
<td>noisy sim-11 noisy sim-1</td>
<td>0.075</td>
<td>0.002</td>
<td>0.059</td>
<td>0.002</td>
<td>0.037</td>
</tr>
<tr>
<td>ibm perth ideal sim</td>
<td>1.362</td>
<td>0.299</td>
<td>0.97</td>
<td>0.265</td>
<td>0.597</td>
</tr>
<tr>
<td>ibm perth noisy sim</td>
<td>0.767</td>
<td>0.272</td>
<td>0.564</td>
<td>0.247</td>
<td>0.379</td>
</tr>
<tr>
<td>ibm Lagos ibm perth</td>
<td>0.5</td>
<td>0.424</td>
<td>0.419</td>
<td>0.36</td>
<td>0.284</td>
</tr>
<tr>
<td>ibm Lagos ideal sim</td>
<td>0.403</td>
<td>0.337</td>
<td>0.341</td>
<td>0.286</td>
<td>0.266</td>
</tr>
<tr>
<td>ibm perth ideal sim</td>
<td>0.478</td>
<td>0.226</td>
<td>0.363</td>
<td>0.18</td>
<td>0.215</td>
</tr>
</tbody>
</table>

Table 5: Errors between reconstructed and QPU1 landscapes using different combinations of IBM devices and simulations as sources, with and without the Noise Compensation Model (NCM). “+NCM” indicates the samples from QPU2 are transformed to match the noise model of QPU1 (target landscape). “(20%-80%)” means 20% of the samples come from QPU1 and 80% come from QPU2.

5.2 Relaxing Amdahl’s Law with Eager Reconstruction

Generating an entire landscape is embarrassingly parallel. However, as per Amdahl’s law, the serial portion fundamentally limits the parallel speedup. This applies to circuits running on parallel QPUs. Recent data suggest that a significant fraction of the wait times on quantum computers are due to queuing delays [39]. Furthermore, during our evaluations, we see 10x to 30x higher tail latency than
median circuit evaluation latencies. With the increasing complexity, we expect higher queuing delays and large tail latencies, making debugging challenging on future quantum computers. However, we can augment OSCAR to sidestep Amdahl’s law. We propose eager reconstruction for OSCAR, where we leverage the tradeoff between reconstruction accuracy and sampling fraction. Based on our evaluations, we observe that a small reduction in sampling fraction does not reduce reconstruction accuracy significantly. As a result, during the circuit sampling process, we can set a soft timeout and begin the eager reconstruction for the available samples that fall under this timeout. In short, we can omit the samples that incur tail latency to significantly reduce the time to reconstruct without sacrificing the reconstruction accuracy.

6 USE CASE: BENCHMARKING AND TUNING NOISE MITIGATION

Noise mitigation methods are shown to be effective in reducing the errors introduced by the current noisy quantum hardware [21, 41]. However, deciding which mitigation method to use is not straightforward, and comparing the performance of different mitigation methods and settings can be highly resource-consuming. We show that reconstructed landscapes with OSCAR preserve properties of the original landscapes while being easily computable, thus helping us benchmark and configure noise mitigation techniques in an intuitive manner at a substantially reduced cost.

Inspired by the recent demonstration of Zero Noise Extrapolation (ZNE) [24] on multiple quantum hardware platforms [41], we use ZNE as an example to demonstrate how OSCAR can help visualize, benchmark, and configure noise mitigation methods. Given a circuit, ZNE first generates a few equivalent circuits by replacing a gate $U$ with equivalent substitutions, such as $UU^{-1}U$, based on the predefined noise scaling factors. The new circuits are thus functionally identical to the original but with additional noise. Then, by running these circuits with varying degrees of noise, we calculate the expected cost function values at different noise levels and then estimate expected noise with zero noise by using user-configured extrapolation models. ZNE is costly to apply since it requires running a significant number of additional circuits. Furthermore, it is even more expensive to configure, as there are various extrapolation models and many scaling factor choices.

Noise mitigation configuration can strongly influence the overall efficacy of mitigation techniques. For example, we use the Richardson extrapolation [24, 54] with [1,2,3] scaling and the linear extrapolation with [1,3] scaling for solving MaxCut problem using QAOA, and Figure 9 shows a landscape comparison of Richardson and linear extrapolation models. We can observe that Richardson extrapolation has a salt-like noise, whereas linear extrapolation leads to a smoother landscape closer to the ideal landscape almost without any noise. Richardson extrapolation adds a jaggedness to the landscape, which makes gradient-based optimization difficult.

As shown in Figure 9, the reconstructed landscapes preserve this difference. Thus OSCAR can enable users to study the impact of noise mitigation on the optimization landscape. Furthermore, we can quantitatively measure and compare the performance of different configurations. For example, we want to evaluate how mitigated features such as roughness and flatness change with different noise mitigation configurations using the following metrics:

(a) second-order derivative
\[ D^2(x) = \sum_i [(x_i - 2x_{i-1} + x_{i-2})^2] / 4. \]  
(b) variance of gradients on the landscape
\[ \text{VoG}(x) = \text{Var} [x_i - x_{i-1}] \]  
and (c) variance of the landscape
\[ \sigma^2(x) = \text{Var} [x_i]. \]

A second-order derivative on a landscape is commonly used to evaluate the roughness [16]. The variance of gradients is typically used to measure barren plateaus or flatness of the landscape [30]. Eq. 3 expresses gradients with the difference of elements. Note that all the equations above are for one-dimensional $x$. We compute average metrics on all dimensions.

We compare the three metrics of the original and the reconstructed landscape calculated with unmitigated results and Richardson- and linear-extrapolated ZNE results in Figure 10. The reconstructed landscapes preserve the features of the original landscapes, enabling...
With OSCAR, we can evaluate landscape properties with substantial components, require extensive tuning to work as expected on a given problem. The classical optimizer in the VQA workflow is arguably the most tricky component to set up. Assume we are trying to configure the optimizer, and test the QAOA workflow for a large problem that is expensive to run on the QPU and difficult to simulate using a classical computer. However, when we begin the QAOA training process, the optimizer is not able to make significant progress even after running the training loop a significant number of times.

In the current quantum software development paradigm, even to test the configurations of an optimizer it is imperative to run the circuit a large number of times with different configurations. The trial and error approach of debugging may not always work as the desired outcome of the VQC training process may be hindered by multiple reasons such as bad optimizer configurations, hardware errors, software bugs, etc. Moreover, when you run the optimizer it only gives you the local information which is the path traversed by the optimizer in a small parameter range. Ideally, we would like to have a bird’s-eye view and see the full landscape and how optimizers make progress to get more insights into the problem. This is essential for near-term variational quantum algorithms as writing and debugging quantum programs are not very intuitive. Unlike classical programs which have meaningful intermediate states that programmers can use to debug their implementation of the algorithm, debugging VQAs by running quantum circuits with small sets of arbitrary parameters are hard to reason with. Furthermore, VQCs are known to have barren plateaus on the landscape, where cost becomes insensitive to the changes in the circuit parameters. Similar to the vanishing gradient problem in machine learning, searching for the optimal parameters using the gradients becomes challenging. Barren plateaus can cause the optimizer to get stuck in a local region of the parameter space. In addition to barren plateaus, it may be possible to encounter saddle points and local minima, making optimization non-trivial.

Running the optimizer on the reconstructed landscape can serve as a good way to pre-check the optimizer performance before actually executing circuits on a real quantum device. To allow continuous-space optimization on the discrete grid, we use rectangular bivariate spline interpolation to fill in the gaps. Figure 11 shows an example comparison between optimizing on the interpolated reconstructed landscape and with circuit executions, where the optimizer paths are identical. To evaluate the efficacy of our method, we calculate the Euclidean distance between the ending points of the two optimization paths. We use the gradient-based optimizer ADAM and the gradient-free optimizer COBYLA with default settings from Qiskit and random initial points. We run 8 instances each for ideal and noisy simulations of 16-qubit and 20-qubit problems. Figure 12 shows that interpolated reconstructed landscapes and circuit executions result in very close endpoints.

After obtaining reconstructed landscapes, our method is significantly faster and more resource-efficient compared to the normal optimization, since interpolation returns an optimizer query almost instantly. For some optimizers, the number of QPU queries required by reconstruction can even be fewer than the number needed for actual optimizations. In addition, our method allows reruns of optimizations with little overhead after reconstructing the landscape. Figure 13 shows an example of choosing and configuring optimizers based on their performance on the reconstructed landscape.

**USE CASE: INITIALIZING OPTIMIZER USING OSCAR**

Selecting accurate initialization for VQA circuit can have a considerable impact on the optimization result. For many problems, users have to resort to randomly choosing an initial point for the optimizer, leading to large number of cost function queries and worse results than using a properly chosen initial point. Past studies have suggested warm-starting with classical algorithms as well as using parameters obtained from running simpler instances.

We propose an alternative approach that takes advantage of the reconstructed landscape. Since parameters obtained by optimizing on the interpolated reconstructed landscape are very close to the optimal ones, as shown by Figure 12, they are suitable choices as initial points for the regular optimization workflow. Using OSCAR, we generate a reconstructed landscape, interpolate it, and run an
optimizer to obtain the minima on the reconstructed landscape. We use the minima that OSCAR converges to as the initial point to run optimization using regular workflow.

We run depth-1 QAOA on 14 different instances of the 16-qubit MaxCut problem with ideal and noisy simulators, starting from randomized initial points and points given by optimizing the reconstructed landscape, respectively. The resulting cost function values are within the termination tolerance of the optimizers, but OSCAR-generated initial points require much fewer queries during the optimization process. Even with the additional queries needed for reconstructing the landscapes, OSCAR can still be significantly faster for optimizers such as ADAM, as shown in the first two rows of Table 6. For optimizers that require fewer queries in nature, such as COBYLA, OSCAR is slower in paying the overhead of landscape reconstruction queries, as shown in the last two rows of Table 6. However, we stress that these queries can be computed completely in parallel. In that case, OSCAR reduces the sequential QPU computation time but adds an overhead for performing compressed sensing. The aforementioned concurrent study [15] proposes a similar approach and tests with gradient descent in the ideal setting, where they select the minima of the reconstructed landscape as initial points. While we agree with the claim that such reconstructed landscape-based initialization can greatly enhance gradient-based optimizers, we also note that it may not always be cost-effective to use our method for selecting initial points, especially for gradient-free optimizers such as COBYLA.

9 RELATED WORK

Debugging Quantum Programs: Debugging quantum software is an open problem, and researchers have just started to study bugs in quantum software [4, 36, 56]. Prior works have focused on assertions to debug quantum programs, which use statistical tests based on classical measurements. To determine the correctness, prior work uses the chi-square test and contingency table analysis [19]. However, estimating quantum states requires repeat execution of circuits for every assertion point. To reduce the assertion cost, researchers proposed runtime assertion by performing testing and
ADAM and COBYLA running depth-1 QAOA on 14 instances of the 16-variable MaxCut problem, using ADAM and random initialization, respectively. “opt.” is the number of queries during optimization, and “recon” is the number of queries during landscape reconstruction.

<table>
<thead>
<tr>
<th></th>
<th>random, opt.</th>
<th>OSCAR, opt.</th>
<th>OSCAR, opt.+recon.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADAM, ideal</td>
<td>3127</td>
<td>370</td>
<td>620</td>
</tr>
<tr>
<td>ADAM, noisy</td>
<td>3123</td>
<td>661</td>
<td>911</td>
</tr>
<tr>
<td>COBYLA, ideal</td>
<td>38</td>
<td>32</td>
<td>282</td>
</tr>
<tr>
<td>COBYLA, noisy</td>
<td>40</td>
<td>32</td>
<td>282</td>
</tr>
</tbody>
</table>

Table 6: Number of QPU queries to reach convergence by ADAM and COBYLA running depth-1 QAOA on 14 instances of the 16-variable MaxCut problem, using OSCAR and random initialization, respectively.

Debugging VQAs on near-term quantum platforms is extremely challenging due to limited access to the internal state of the quantum program, non-determinism introduced by the optimizer, and noisy operations on near-term quantum computers. In this paper, we propose OSCAR to significantly reduce the overhead of VQA debugging and tuning. OSCAR leverages compressed sensing to generate a complete landscape that provides the user with a bird’s-eye view to assess the correctness of all the components involved in executing VQAs. Using simulators and real quantum hardware, we show that OSCAR can generate a complete optimization landscape, executing a small fraction of randomly selected circuits with high accuracy. In addition, by using OSCAR, we break the serial execution model and enable a parallel execution model that can utilize multiple devices for accurate landscape generation and further improve landscape reconstruction. OSCAR can evaluate the efficacy of noise mitigation techniques in an optimizer-agnostic manner and help users to effectively configure noise mitigation on near-term quantum computers. Furthermore, we demonstrate a use case where OSCAR can help troubleshoot wrong optimization configurations. OSCAR can be used to untangle key components of the VQA workflow including the initialization, optimizer, circuit execution, and noise mitigation, to isolate the bugs and help tune the individual components significantly faster and at a lower cost.
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A PRINCIPLE OF COMPRESSED SENSING

Here is a detailed mathematical explanation of CS.

A.1 General Procedure of Compressed Sensing

Denote \( x \in \mathbb{R}^n \) as a compressible vector, and it could be represented by a sparse vector \( s \in \mathbb{R}^n \) in a new basis \( \Psi \in \mathbb{R}^{n \times n} \):

\[
x = \Psi s.
\]  

(5)

The sparsity of \( s \) is defined as the number of non-zero terms in \( s \). The basis here could be Fourier basis, wavelet basis or other tailored basis. Every column of \( \Psi \) is a base orthogonal to each others. Eq. 5 is assuming that the original signal \( x \) could be represented by very few coefficients in another basis.

Let’s say, \( y \in \mathbb{R}^m \) is the measurement vector derived by measurement matrix \( C \in \mathbb{R}^{m \times n} \):

\[
y = Cx = C\Psi s,
\]  

(6)

where \( m < n \). \( C \) defines where we measure the original signal \( x \), while \( y \) is the measurement result. Eq. 6 is saying that with \( m \) points in original signal \( x \), i.e. \( y \), we could still infer \( s \).

Then, we find a \( s \) consistent with the \( y \) by solving

\[
s = \text{argmin}_{s} \|s\|_1, \text{ s.t. } y = C\Psi s.
\]  

(7)

Here \( l_1 \)-minimization will yield a sparse \( s \) with high probability if \( C\Psi \) satisfies restricted isometry property (RIP).

Once we solve Eq. 7, we reconstruct the original signal by \( x = \Psi s \).

A.2 2-D Compressed Sensing

Above is an example of 1-dimensional (1-D) CS. For 2-D CS for image, general idea is to transform to 1-D CS.

Denote \( n_r \) and \( n_t \) as length of rows and columns separately, and \( \Psi_{n_r} \in \mathbb{R}^{n_r \times n_r} \) as DCT basis. Define vec\((X)\) as stacking columns of matrix \( X \) vertically. If \( X \in \mathbb{R}^{n_r \times n_t} \), then vec\((X)\) \( \in \mathbb{R}^{n_r \times n_t} \).

Next, we define \( \Psi := \Psi_{n_r} \otimes \Psi_{n_t} \) and \( n := n_rn_t \), then we solve Eq. 7 as what we do in 1-D CS. After we obtain \( x \), we reshape \( x \) \( \in \mathbb{R}^{n_rn_t} \) into \( X \in \mathbb{R}^{n_r \times n_t} \).
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